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Disclaimer:
• The views represented in this 

presentation are those of the 
authors and not necessarily the 
views of the Bureau of 
Transportation Statistics (BTS) or 
the U.S. Department of 
Transportation (USDOT), or of the 
U.S. Census Bureau.
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Background
• Data analyzed: Commodity Flow Survey (CFS): a shipper survey 

conducted by the United States Department of Transportation (USDOT) 
every five years through a partnership between the Bureau of 
Transportation Statistics and the U.S. Census Bureau. 

• samples establishments in various industries from manufacturing, wholesale to 
retail that ship commodities. 

• collected information including shipment value and weight, commodity type, 
origin and destination locations of shipments, and mode of transportation

• Available in 2 versions: publicly available version and a restricted-access 
version, which the latter is available by request via standard application 
process (SAP)

• Federal Statistical Research Data Centers (FSRDC): compiles federal 
datasets, including the CFS dataset, used by government agencies and 
research institutions

• After approval, data users use FSRDC to get access to the requested data
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Introduction to Project

Background: To acquire restricted-access CFS data at a FSRDC, 
data users need to submit a proposal and receive an approval. 

Task: Analyze 44 project proposals with varying subjects (written 1998-
2023) from various research institutions for the research questions:   
1. which research areas are addressed and 2. which aspects of 
CFS are analyzed?

Approach: The study used text 
analysis to review proposals that 
requested restricted-access CFS 
data with:

1. Frequency count of word(s)
2. Topic models 
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Issues that can arise
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What to do?
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Potential 
Resolutions

1.Reorganize thoughts… 
then set aside time for 
reviewing,

2.Read through each paper 
one by one,

3.Try something new… use 
text analysis
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Introduction: what is text analysis?
• In text analysis, we treat text as data

• take text, filter, then count as we do with numeric data analysis, 
• interpret results in context of subject matter

• Text Mining:
• discovers patterns in text, where you find out which certain words 

or ideas often appear together
• helps uncover underlying themes or structure

• Text Models (one example of text mining)
• one example is latent Dirichlet allocation (LDA), which takes 

words and creates clusters of keywords related to a topic 
• groups text from all documents into different number of topics 

according to their context
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timeline

Received project 
proposals

May 2023

Familiarized with R 
program, and tried to 
extract text

Sep.–Oct. 2023

Identified keywords, 
filtered text

Nov. 2023

Built text models

Jan.–Mar. 2024

Finalized text 
analysis part of the 
project

Apr. 2024

To be determined…

May 2024 and beyond
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Workflow

Researchers review 44 papers

Pull out text and store

Preprocess (filter text, filter out numbers, equation 
symbols and punctuation, and other similar filters)

Reorganize text into frequency count of words

Place text to a text model

Receive insights from data exploration and models
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Workflow (demo) Workflow:
1. Pull words out from 

papers
2. represent words in 

data matrix*: counting 
how many words occur 
per document 

3. Take text and graph 
word frequency plot

4. Build text models
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Outputs: word count

• Words found – stored 
into matrix (sample 
shown)
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Outputs: word frequency plots

Frequent one-word terms are: 
• Firm: 2,621
• Establishment: 1,498
• Trade: 1,228
• Economic: 1,224
• Productivity: 935

Frequent two-word phrases:
• Supply chain: 200
• Commodity flow: 120
• Economic review: 106
• Capacity utilization: 71
• Statistical establishment: 71
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Results 
from LDA 
model of 
11-topics

This 11-topic LDA 
model displays 
different terms per 
topic with 
associated beta 
probabilities of 
term occurrence 
within a topic.

We will look at the 
circled topics.
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Results from 11-topic LDA model:
Addressed question: For which research areas will the papers be applied to?
 • Topic 5 covers the terms: 
truck (beta= 0.0136), 
CFS (0.0124), shipment, 
mode, information relate 
to transportation, while 
terms like economic, 
income, plant, 
infrastructure suggest 
economics terms,

• Topic 5 also included 
words such as power, 
charging, pollution point 
to environmental 
concerns, indicating a 
possible topic: 
transportation-
economics-environmental 
as a subject of discussion

• Topic 3 grouped words like trade, worker, productivity, employment, 
wage, earnings, indicating financial or business operations, alongside 
terms such as firm, plant, establishment, industry, related to where 
economic activity occurs, indicating financial-business-economic topic
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Results: applications

• Topic models also identified other data sources:
• ASM (Annual Survey of Manufactures) for 

manufacturing and economics research, 
• NASS (National Agricultural Statistics Service) 

for agriculture trade and related subjects
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Outputs: how topic models connect to papers

• Gamma value represents the document-topic 
distribution, which indicates how much each 
topic matches a specific document,

• Here, papers 9, 19, and 44 frequently 
discussed about topic 5 transportation-
economics-environmental topic, which 
includes CFS
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Results: 
Topic 
models of 
customized 
variables of 
CFS
*Answers 
question: Which 
aspects of the 
CFS data are 
analyzed? 

Results found:
shipment value in 
7 out of 11 topics as 
the most frequent 
variable, the import 
variable was found 
in 2 out of 11 topics
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Findings:
• From reviewing 44 FSRDC proposals, we identified and sorted 13,188 unique 

terms:
1. Frequently occurring words were detected from the fields of transportation 

with CFS and commodity flow, along with economics, agriculture, 
environment, finance, and business

2. Identified frequent CFS variables across proposals, with shipment value 
variable appearing in 7 of 11 topics as the most frequent, and the import 
variable found in 2 out of 11 topics

• This approach provides a supplementary method to:
• Visualize how CFS and other federal or Census datasets are used by data requesters
• Explore key subjects and keywords, offering insights into areas of research interest
• Help analysts focus on relevant topics, connect the topics found to specific papers, 

improving the efficiency of the review process
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• Search for additional natural language processing (NLP) models
• Explore other natural language processing (NLP) models to represent subjects from large 

text datasets
• Look into models in addition to Latent Dirichlet Allocation (LDA) 

• Build visualizations
• Develop visualizations, such as counting words found per paper to enhance data 

interpretation.

• Explore applications in transportation datasets and other data sources
• Example: Use text summarization techniques to condense long articles into shorter 

summaries and keywords

• Search for validation techniques and metrics for model fit
• Identify and apply methods to validate the accuracy and effectiveness of text models

Future considerations:
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Thank you
for listening 
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Post-presentation survey

Thank you for listening, 
• Please scan QR code to complete a quick survey, 
• Enjoy the rest of conference 
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