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US Census data collection
Enumeration of the total population living the US
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GenderAge Ethnicity
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US Census data collection
Accurate count is important

• Used to apportion multiple federal funding streams.

• $665 billions allocated to 132 economic security 
programs (2022) other than health insurance or 
social security benefits.
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Highway Planning and Construction

Determine the number of seats that states get in the 
US House of Representatives.



Ferdinando Fioretto | UVA

US Census data collection
Privacy is required by law
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Because of the importance to have accuracy count 
congress makes the data collection mandatory.

Title 13: Census is required to retain data confidentiality.
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Reconstruction Attacks

Linkage Attacks — Results from UC Census:

• Census blocks correctly reconstructed in all 6,207,027, inhabited blocks.

• Block, sex, age, race, ethnicity reconstructed:

• Exactly: 46% of population (142M).

• Allowing age +/- 1 year: 71% of population (219M).

• Name, block sex, age, race, ethnicity:

• Confirmed re-identification: 38% of population.
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308,745,548 people in 2010 release which
implements some “protection” Commercial databases

McKenna et al. 2018Ramachandran et al. 2012
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Differential Privacy
Definition

Pr[A(D1) = O]
Pr[A(D2) = O]

Intuition: An adversary should not be able to use output O to distinguish between any D1 and D2

A randomized algorithm 𝒜𝒜 is ε-differentially private if, for all pairs of inputs 𝐷𝐷1, 𝐷𝐷2, differing in 
one entry, and for any output O:

6Dwork et al. 2006

𝐷𝐷1 𝐷𝐷2
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Differential Privacy
Notable properties
• Immune to linkage attack: Adversary knows arbitrary auxiliary information.

• Composability: If 𝐴𝐴1 enjoys 𝜀𝜀1-differential privacy and 𝐴𝐴2 enjoys 𝜀𝜀2-differential 
privacy, then, their composition 𝐴𝐴1(𝐷𝐷), 𝐴𝐴2(𝐷𝐷) enjoys (𝜀𝜀1 + 𝜀𝜀2)-differential privacy.

• Post-processing immunity: If 𝐴𝐴 enjoys 𝜀𝜀-differential privacy and 𝑔𝑔 is an arbitrary data-
independent mapping, then 𝑔𝑔 ∘ 𝐴𝐴 s 𝜀𝜀-differential private.
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DP algorithms rely on randomization

𝑥𝑥 + 𝜂𝜂
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Definition (𝜶𝜶-Fairness). A data-release mechanism M is said 𝛼𝛼-fair w.r.t. a problem P 
if, for all datasets 𝑥𝑥 ∈ 𝒳𝒳 and all 𝑖𝑖 ∈ [𝑛𝑛]

Fairness in downstream decisions
Setting

8

Bias:
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Disproportionate impacts in decision making
Title 1 allotment

• Title 1 of the Elementary and Secondary Education Act is one of the largest U.S. program 
offering educational assistance to disadvantaged children.

• In the fiscal year 2021 alone, it distributed about $11.7 billion through 
several types of grants.

• Allotment:
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count of children 5 to 17 in district i

student expenditures in district i

Districts receiving up 
to 42K less 

than warranted

Fioretto et al. IJCAI:2021
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Shape of the decision problem
First key result

• Theorem (informal): It is the “shape” of the decision problem that characterizes the 
unfairness of the outcomes, even using an unbiased DP mechanism.

• The problem bias can be approximated as (when 𝑃𝑃𝑖𝑖 is at least twice differentiable):
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Local curvature of 
problem Pi

Variance of the 
noisy input
(depends on 𝜖𝜖)

• Fairness can be bounded whenever the problem local curvature is constant 
across entities, since the variance is also constant and bounded. 

entities with 
low errors

entities with 
high errors

Tran al. NeurIPS:2022Fioretto al. IJCAI:2021
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• Corollary: (Perfect)-fairness cannot be achieved if P is any non-linear function, as in the 
case of the allocations considered.

Local curvature of 
problem Pi

Variance of the 
noisy input
(depends on 𝜖𝜖)

A data release mechanism M is 𝛼𝛼-fair w.r.t. P, 
for some finite 𝛼𝛼, if for all datasets 𝑥𝑥, exists 
constants 𝑐𝑐𝑗𝑗𝑗𝑗𝑖𝑖 ∈ ℝ, (𝑖𝑖 ∈ [𝑛𝑛], 𝑗𝑗, 𝑙𝑙 ∈ [𝑘𝑘])

Tran al. NeurIPS:2022Fioretto al. IJCAI:2021
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Disproportionate impacts in downstream decisions
Minority language voting rights

• The Voting Rights Act of 1965 provides a body of protections for racial and language minorities. 

• Section 203 describes the conditions under which local  jurisdictions must provide minority language voting 
assistance during an election.

• Jurisdiction i must provide language assistance (including voter registration, ballots, and instructions) iff 
decision rule 𝑃𝑃𝑖𝑖𝑀𝑀(𝑥𝑥)returns true with:
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sorted 𝑥𝑥𝑠𝑠

Misclassification implies 
potentially 

disenfranchising 

no. of ppl in i speaking 
minority language s

+ < 5th grade education

+ limited English proficiency

Fioretto et al. IJCAI:2021
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Fairness composition
Second key result 
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• Small bias when considered individually

• However, when they are combined using 
logical connector ∧, the resulting absolute 
bias increases substantially, as illustrated by 
the associated green circles. 

Minority Language Voting Rights

• Theorem (informal): The logical composition of two 𝛼𝛼1- and 𝛼𝛼2-fair mechanisms is 𝛼𝛼-fair 
with 𝛼𝛼 ≥ 𝑚𝑚𝑚𝑚𝑚𝑚(𝛼𝛼1, 𝛼𝛼2).

• The unfairness induced by “composing” predicates is no smaller than that of their individual 
components.

∧

Fioretto et al. IJCAI:2021
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Using DP to generate private inputs of decision 
problems commonly adopted to make policy 

determination will necessarily introduce fairness 
issues, despite the noise being unbiased!

Shape of the decision problem
Important conclusion
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Mitigation solution
Fair allocations

• Note that the observed issues are not data-driven, but problem-driven. 

• Corollary: If P is a linear function, then mechanism M is fair w.r.t. P.

16

Fairness bound Mean Abs Error

Release its (noisy) version
as a constant

Redundant data release 

• Linearizing the allotment problem — General idea: Given a problem 𝑃𝑃𝑖𝑖 derive a linear 

approximation 𝑃𝑃
˜
𝑖𝑖 of 𝑃𝑃𝑖𝑖

Fioretto al. IJCAI:2021 Zhu al. AAAI:2022



DP Post-processing
Fairness impact
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1. Apply noise with appropriate parameter

DP data release with post-processing

19
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1. Apply noise with appropriate parameter

2. Post-process output 𝑥𝑥
˜

to enforce consistency

with feasible region defined as

DP data release with post-processing

20
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Satisfies DP due to post-processing immunity

with feasible region defined as

DP data release with post-processing

21

1. Apply noise with appropriate parameter

2. Post-process output 𝑥𝑥
˜

to enforce consistency
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DP post-processing
Error and bias

22

Laplace 

mechanism

4 2 1 3 2 6 2 1

6 8 3 4
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DP post-processing

23

Error and bias

Observe that post-processing reduces the errors.

However, it increases unfairness!
Laplace 

mechanism

Zhu et al.  AAAI:2021 Zhu et al. IJCAI:2022,          Fioretto et al. AAAI:2024
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Bias of post-processing
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Key result

• Thm (informal): The bias is caused by the presence of non-negativity constraints!

Zhu et al.  AAAI:2021 Zhu et al. IJCAI:2022,          Fioretto et al. AAAI:2024
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Shifting increases the value of 𝑟𝑟𝑚𝑚 and 

the bias progressively disappear.

There is an ℓ1-ball of radius 𝑟𝑟𝑚𝑚 = 𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖
𝑥𝑥𝑖𝑖

and centered in x which is a feasible 
subspace where there is no bias.

Quantifying bias in post-processing

25

:

Zhu et al.  AAAI:2021 Zhu et al. IJCAI:2022,          
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Practical considerations 
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Aggregating the counts for 

Arizona (pop: 2.37ML in15 counties)

Texas (pop: 8.89ML in 254 counties)

• Post-processing reduces the variance of the noise differently in different “regions”. 
Regions with many subregions (e.g., counties, census blocks, etc.) will have more variance 
than regions with few subregions. 

• It creates situations where counties will be treated fundamentally differently in 
decision processes.

Variance

186.67

200.01

~6.5% difference
which may affect allocations!

Zhu et al.  AAAI:2021 Zhu et al. IJCAI:2022,          
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Although post-processing reduces errors, 
its application to policy determinations 

should take into account fairness issues.

DP post-processing
Important conclusion
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Conclusions

• Motivated by the use of rich datasets combined with black-box algorithms

• Proved that several problems with significant societal impacts (allocation of funding, language 
assistance) exhibit inherent unfairness when applied to a DP release of the census data.

Decision making: Characterized the conditions for which these problems have 
finite fairness violations and suggested guidelines to act on the decision problems or on the 
mechanisms to mitigate the fairness issues.

Machine Learning: Characterized the reasons for DP to disproportionately 
affect the accuracy of learning tasks and proposed mitigating solutions.

28

Unintended effects of DP on decisions and learning tasks

• Exciting research direction that requires close cooperation between multiple areas and 
can transform the way we approach ML and decision making to render these algorithms 
more aligned with societal values. 
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DP Post-processing 
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Theorem (informal). For any DP dataset 𝒙𝒙
~

the PoS 
mechanism generates the unique optimal solution to 
program 

which closely approximate the optimal post-processing 
mechanism   

Mitigating solution
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