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US Census data collection

Enumeration of the total population living the US
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US Census data collection

Accurate count is important

* Used to apportion multiple federal funding streams.

* 3665 billions allocated to 132 economic security
programs (2022) other than health insurance or
social security benetfits.
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US Census data collection
Privacy is required by law

Because of the importance to have accuracy count
congress makes the data collection mandatory.

Census files are removed from
state and local control.

Still, results could be bought, and
the superintendent could provide
lists of names and details to any
municipal government.

Early censuses had no legal privacy protections.

In fact, census takers (U.S. marshals at the time) were
required to post census lists in the town square for local
review. There were no restrictions on information sharing.

1st tabulating machine
brings automation.
Number of detailed data
tables grows along with
indirect disclosure risk.

—

oath of secrecy.

New law bans census takers
from disclosing business and
property responses.

Census takers and clerks face
stiff fines if they break their

Businesses are assured their answers wll be confidential.
Due to dismal response rates in earlier censuses of manufactures,
marshals were instructed to provide assurances about privacy of

these responses

Last census conducted by
U.S. marshals.

Future censuses
conducted by dedicated
census takers subject to
Census Office quality and

| privacy demands.

1890

Potential for jail time
for census takers
who publish or reveal
information.

1880

Responses shared for World War | military
draft and other purposes. Despite Taft’s
assurances, law allows Census Bureau
director to share at his discretion.
(1916-1918)

New law ends sharing and
sale of census records.
Census records can no
longer be bought. Only you
or your descendants can
access your records. (1929)

1st census extending

Census Bureau indirect disclosure

Second War Powers
Act overturns
protections in the
name of the war
effort. (1942)

1st census
responses not
posted publicly.
Superintendent
instructs marshals
to consider all
communication
“relative to the
business of the
people” as strictly
confidential.

EE

1st computer
automates
tabulations.

With automation
comes new detailed

1st statistical efforts to prevent
indirect disclosure of business data.
Census Bureau specialists “eyeball”

protections to
published “people”
data. New law requires

stops publishing
small-area data.
The reason: It

President Taft
promises
confidentiality.

tables and with
those, greater
risk of indirect

1st off-site
census research
facility

Secure facilities

. data tables and manually hide can’t prevent Census Bureau to disclosure.
dst law protecting (suppress) suspicious data or combine indirect identify and hide at- Second
business data i P : . War Powers 1
from indirect (compress) it into larger categories. disclosure. risk data about people. At e 1st microdata
disclosure. -1 (1947) reasshehfiles

Data swapping,
“blank and impute”
protections added.
More precise methods

Supreme Court

rules that census
address lists are
protected confidential

Law strengthened,
loophole closed.

Officially remove Census
Bureau director’s discretion

“72-year rule”
New agreement with
National Archives (later
codified into law) restricts

Allow researchers
to generate their
own data cross-
tabulations. Punch
cards give way to
magnetic tapes
after the 1960
Census.

public release of census

allow controlled enable fewer whole- information to grant disclosure Focords for 72 years. (1952
access to data. table suppressions. (Baldridge vs Shapiro, exceptions. (1976) Y '
(1994) 1982).

Whole-table suppression
The 1970 Census
suppresses whole data
tables to protect small-
area data about people

Published data
expands to include
block-level data.
The new protection
methods lower

Statistical purposes only
Federal court rules government
can’t access census data

for nonstatistical purposes

(US v. Bethlehem Steel Corp.,

Suppression extended

to more tables. Census privacy

laws consolidated
in Title 13, U.S.

c
:

indirect disclosure and housing. 1958). Code.
risk. Courts have
repeatedly

upheld Title 13’s
protections.
Results can’'t be
shared with anyone
for nonstatistical
purposes. (1954)

O ©- -0 Oy

New protections added
against growing Internet
threats.

Rounding, top-coding, and
more techniques added.

72

“Differential privacy”
is born.

Data scientists create
new algorithm-based,
anti-disclosure protection
method to combat digital
age threats. (2006)

New policies tighten restrictions on data releases.
Data products must be protected by interim safeguards. (2018)

Last census to use
ad-hoc privacy
protections.
Differential privacy
is too new for 2010
Census use.

Census study confirms digital age risks.
Simulation shows unacceptably high exposure using
traditional safeguards. (2019)

2020 Census data products will be
protected using differential privacy.
World’s first large-scale application of
new privacy system. (2020)

Census Bureau
publishes world’s
1st differentially
private data set.
Enables publishing
of commuter flows
in “OnTheMap”
data tool. (2008)

1st census results
published online.
The Internet democratizes
access to census data

but also introduces new
indirect disclosure threats.

Announcement: 2020
Census to use differentially
private protections.

(2017)

Title 13: Census is required to retain data confidentiality.

-o—@—o-o-c-

U.S. Department of Commerce
U.S. CENSUS BUREAU
census.gov

To learn more search “Disclosure Avoidance” at census.gov.

CUnited States®

ensus

easssssssss Bureau
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Reconstruction Attacks

United States- U.S. Department of Commerce

Economics and Statistics Administration
e n S u S U.5. CENSUS BUREAU M
essssss——— Bureau census.gov

308,745,548 people in 2010 release which

implements some “protection” Commercial databases

Linkage Attacks — Results from UC Census:
* (ensus blocks correctly reconstructed in all 6,207,027, inhabited blocks.
* Block, sex, age, race, ethnicity reconstructed:
* Exactly: 46% of population (142M).
* Allowing age +/- 1 year: /1% of population (219M).
* Name, block sex, age, race, ethnicity:

* Confirmed re-identification: 38% of population.
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Differential Privacy

Definition

A randomized algorithm A is e-differentially private if, for all pairs of inputs Dy, D, differing in
one entry, and for any output O:;

g < exp(e)

Pr[A(D1) = 0] , ratio < exp(€)
Pr[A(D2) #

Intuition: An adversary should not be able to use output O to distinguish between any D1 and D>

. . =
Ferdinando Fioretto | UVA = Dwork etal. 2006



Differential Privacy
Notable properties

* Immune to linkage attack: Adversary knows arbitrary auxiliary information.

* Composability: If A enjoys &q-differential privacy and A, enjoys &,-differential
privacy, then, their composition A1 (D), A, (D) enjoys (&1 + &, )-differential privacy.

* Post-processing immunity: If A enjoys &-differential privacy and g is an arbitrary data-
independent mapping, then g o A s g-differential private.

DP algorithms rely on randomization

P(x
Sensitive data Private data )

X +n
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Fairness in downstream decisions
Setting

Allocation problem Decisions

Fairness
impact

Bias: B (M, ) =

Definition (a-Fairness). A data-release mechanism M is said a-fair w.r.t. a problem P
if, for all datasets x € X and all i € [n]

¢5(P, M, @) = max | Bp(M, @) - B;(M,a;)| <a
1€|n
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Disproportionate impacts in decision making

Title 1 allotment

* Title T of the Elementary and Secondary Education Act is one of the largest U.S. program

offering educational assistance to disadvantaged children.

* In the fiscal year 2021 alone, it distributed about $11.7 billion through
several types of grants.

Districts receiving up
to 42K less
than warranted

® Allotment: 1.50 -100 _
count of children 5 to 17 in district | < 1.00- 60 E
\"J 2.. 0.50- - 30 g
def Xl a4 ~ 5
Pz.F(x) — bl E‘DQ‘ 0.00 - -0 =
Zie[n: Xi | A v é

V4 ~0.66 1 . ‘ ‘__45

1 o ””IIIZ o ------.3
student expenditures in district | 10 10 10
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Shape of the decision problem

First key result

® Theorem (informal): It is the “shape” of the decision problem that characterizes the
unfairness of the outcomes, even using an unbiased DP mechanism.

* The problem bias can be approximated as (when P; is at least twice differentiable):

Bo(M,z) = E[Pi(& = x + )] — Pi() b
1
-~ iHPZ(m) % Val;[n] entities with
/7 \ high errors
_ocal curvature of Variance of the
broblem Pi NOIsy input entities with

(depends on €) lOW errors

* Fairness can be bounded whenever the problem local curvature is constant
across entities, since the variance is also constant and bounded.

Ferdinando Fioretto | UVA =% Fioretto al. [JCAL2021 (S Tran al. NeurlPS:2022
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Shape of the decision problem

First key result

® Theorem (informal): It is the “s
unfairness of the outcomes, eve

N using an unbiased

nape’ of the decision problem that characterizes the

DP mechanism.

* The problem bias can be approximated as (when P; is at least twice differentiable):

Bp(M,z) =E[P;(Z =z +n)] — P;(x)

1
~ §HPZ(CB) x Var|n]
N
V4 \
| ocal curvature of Variance of the
problem Pi NOIsy input

(depends on €)

® Corollary: (Perfect)-fairness cannot be achieved if P is any non-linear function, as in the

case of the allocations considered.

Ferdinando Fioretto | UVA = Fioretto al. [ CA[202"

A data release mechanism M is a-fair w.rt. P,
for some finite a, if for all datasets x, exists

constants C]-il eER, (i €nlj !l € |k])

(HP)j;(x) = ) (i € [n] j,1 € [K]).

_;]@ Tran al. NeurlPS:2022
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Disproportionate impacts in downstream decisions

Minority language voting rights

* The Voting Rights Act of 1965 provides a body of protections for racial and language minorities.

* Section 203 describes the conditions under which local jurisdictions must provide minority language voting
assistance during an election.

* Jurisdiction i must provide language assistance (including voter registration, ballots, and instructions) iff
decision rule P} (x)returns true with:

Misclassification implies
. =0.01
+ < 5% grade education potentially -
5 disenfranchising (}‘B €=0.1
L./ , e=1.0
sp spe S 0.4
def [ X; X; |
PM(x)= (’S >0.05w§”>104) N~ >0.0131. =
X x,” N\ Q 0.2-
] ; Q 0.
A
no. of ppl in i speaking o | B 102 10° 10* 10°
minority language s + limited English proficiency Dist. from threshold

sorted x°
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Fairness composition

Second key result

Minority Language Voting Rights

0.010
Pl
— 0.008 - p?
< 0.006- o
dof P - yoP€ 55_ 0.004
PM(x)= [ == >0.05VxF >10% | A= >0.0131. Q 0z
i 5 j P 0.002
Z ; 0.000 — . - . . . .
0 1 2 3 4 5 6
L/ ‘ County Index
pl (xsp) — ]l{xsp > 104} | * Small bias when considered individually
\V *  However, when they are combined using
P2 xSP_ xSPe) =1 x5P€ 0.0131 ogical connector A, the resulting absolute
( ) { 7 } bias increases substantially, as illustrated by

the associated green circles.

® Theorem (informal): The logical composition of two a4- and a,-fair mechanisms is a-fair
with @ = max(aq, a,).

* [he unfairness induced by “composing” predicates is no smaller than that of their individual
components.

Ferdinando Fioretto | UVA S Fioretto et al. [CA[202"
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Shape of the decision problem

Important conclusion

Using DP to generate private inputs of decision
problems commonly adopted to make policy
aetermination will necessarily infroduce fairness
ISsues, despite the noise being unbiased!
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Mitigation solution

Fair allocations

* Note that the observed issues are not data-driven, but problem-driven.

® Corollary: If P is a linear function, then mechanism M is fair w.r.t. P.

* Linearizing the allotment problem — General idea: Given a problem P; derive a linear

approximation P; of P;

Redundant data release

def xo o ao
PF X 1 1
( ) Zie[n] Xi A

!

Release its (noisy) version

as a constant

Ferdinando Fioretto | UVA

\

Fairness bound

1.00:

0.10;

a* le-6

0.01:

N w o U
missallocation USD x 1000

[

0.001

=% Fioretto al. [|CAI2021

0.01 0.1
E

_9@ Zhu al. AAAI2022

o

MAE * 1e-6

Mean Abs Error

100.00

10.00;

1.00+

v

v

0.001

0.01

0.1
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DP Post-processing



DP data release with post-processing

(Post-processed)
Private data

Ferdinando Fioretto | UVA
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DP data release with post-processing

(Post-processed)
Private data

1. Apply noise with appropriate parameter @© = @
2. Post-process output x to enforce consistency

mic(a) : argmin ||v — &2
vek

with feasible region defined as

/C{'v\ Z%C,UZO}
i=1

Ferdinando Fioretto | UVA
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DP data release with post-processing

(Post-processed)
Private data

1. Apply noise with appropriate parameter @ = @
2. Post-process output x to enforce consistency

mic(a) : argmin ||v — &2
vek

with feasible region defined as

/C{'v\ Z%C,UZO}
i=1
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Cl 02 Cg C4

Hisp. Other Hisp. Other
18+ 18+ <17 <17

Ci| |C2| Cs |Ci C3| |Cs| CfF

Hisp. Other Hisp. Other Hisp. Other Hisp. Other

18+ 18+ <17 <17 18+ 18+ <17 <17
Region 1 Region 2

Satisfies DP due to post-processing immunity
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DP post-processing

Error and bias

6 [8 ]3]

Cy

T

Count

Ci| |C2| | C3| | Cy S

-
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01

L 407
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DP post-processing

Error and bias

Observe that post-processing

reduces the errors.

However, it increases unfairness!

T, = argmin ||v —f”z , Kg = {’U c R" | Z’Ui = g,’()i > 0},

veES

Ferdinando Fioretto | UVA

7T>0 := argmin ||v — ¥||2

_;‘@Zhu et al. AAAL2021

Laplace

mechanism

v>0

1

=l Zhu et al. |CAI2022,

. Residual Error

|Res|idual Error

| Re§idual Error

e 0
T
H |

IIIIIIIIIIIIIIIIIIIIIIIIIIIIII

?@Fioretto et al. AAAI2024
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Bias of post-processing

Key result

® Thm (informal): The bias is caused by the presence of non-negativity constraints!

Cy

?

iy
o
1

N
o
1

Ci| |Ca| | Cs| | Cy

Hisp. Other Hisp. Other
18+ 18+ <17 <17

Residual Error
|

iy
o

s
o

| -

o
= 20-

L
‘— 1 — X = o
¢t |ct o cz| [cz] ¢ >0 = argmin ||v — ¥|2 & o
——— v2>0 2 20-

Hisp. Other HISp Other Hisp. Other Hisp. Other $
18+ 18+ <17 <17 18+ 18+ <17 <17 0C _40-

Region 1 Region 2

i
o
1

]
o

i, = argmin ||[v — &[], , Kg = {v € R" | Zv, = S,v; > 0},
veES

Residual Error
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i
o
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Quantifying bias in post-processing

Theorem:

Suppose that the noisy data X is the output of the Laplace mechanism with scale A. The bias of the
post-processed solution 1tx-+ of program (L) is bounded, in lo, norm, by

. n—1 ¢ 1
[BL (M0 = [Bampie) (rie (2 =] < Coexp (57 ) - L 9

1=0

where C' represents the value sup, -+ ||v — X|| o, Which is finite due to the boundedness of the feasible regiomJC™ .

— — = Laplace Residual

Post-Processed Residual

No Shift

Shift of 5

Shift of 15

=10

—

\\\\\
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15

\ 4

There is an €4-ball of radius r,,, = minx;
l

and centered in X w
subspace where the

NIC

C

N is a feasible

IS NO bias.

Shifting increases the value of 1, and

the bias progressively disappear.

=l Zhu et al. [CAI2022,
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Practical considerations

* Post-processing reduces the variance of the noise differently in different “regions’.

than regions with few subregions.

Regions with many subregions (e.g., counties, census blocks, etc.) will have more variance

* |t creates situations where counties will be treated fundamentally differently in

decision processes.

— — = Laplace Residual

Post-Processed Residual

No Shift

Shift of 5

Shift of 15

_10 -

—

\\\\\
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15

Aggregating the counts for Variance

Arizona (pop: 2.37ML in15 counties) ~ 186.6/

Texas (pop: 8.89ML in 254 counties) ~ 200.01

~6.5% difference
which may affect allocations!

=l Zhu et al. [CAI2022,
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DP post-processing

Important conclusion

Although post-processing reduces errors,
Its application to policy aeterminations
should take into account fairness Issues.

Ferdinando Fioretto | UVA



Conclusions

Unintended effects of DP on decisions and learning tasks

* Motivated by th

e use of rich datasets combined with black-box algorithms

* Proved that several problems with significant societal impacts (allocation of funding, language
assistance) exhibit inherent unfairness when applied to a DP release of the census data.

m Q0 .
A N[ (2 1 =55 VIC
N? * #

NamnNar S to 1

. =
A4
aftsct ®he accure

* EXciting researc
can transform t
more aligned w
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Differential Privacy and Fairness in ave
Decisions and Learning Tasks: A

Survey

Ferdinando Fioretto, Cuong Tran, Pascal Van

Hentenryck, Keyu Zhu A y

(1) _
B{ \Watch video

IJCAI|ECAI

N direction that requires close cooperation between multiple areas and

ne way we approach ML and decision making to render these algorithms

ith societal values.
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Thank you!
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DP Post-processing
Mitigating solution

Definition 4 (Projection onto Simplex Mechanism (PoS)).
The projection onto simplex mechanism outputs the alloca-
tion as follows.

TTPoS (53) ‘= argeIAIlT}Il H’U o PF (53)“2 (Ppos)

Theorem (informal). For any DP dataset X the PoS
mechanism generates the unique optimal solution to

programyr* () := argmin ||v — P¥ (&)]|_ (P.)

vEA,

which closely approximate the optimal post-processing

mechanigm . iy ||E; [r(z) — PF (x)]||

wella

Ferdinando Fioretto | UVA

Privacy Budget € = 0.01 Privacy Budget € = 0.1

Mechanism 7pgg

Mechanism gy,

10~ 7

107° 1072

True Allocation P¥ (x)

1077

107° 1073

True Allocation P! (x)

Privacy Budgets e=0.1 e =0.01 e = 0.001

Mechanisms TBL TPoS TBL TPoS TBL TPoS
o-fairness 3.00E-07 1.50E-07 | 1.70E-05 1.75E-06 | 8.06E-04 2.23E-05
Cost of Privacy 1.62E-05 1.41E-05 | 1.33E-03 1.04E-03 | 5.90E-02 3.49E-02
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