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Foreword

ology (FCSM)'s Working Paper serics, is the written record of the

Data Editing Workshop and Exposition, held on March 22, 1996,
at the Bureau of Labor Statistics (BLS) Conference and Training Center.
This conference was over a year in planning, by an Organizing Commit-
lee that was an outgrowth of the FCSM's Subcommittee on Data Editing.
From an initial plan of ten or 20 papers and computer software demon-
strations, and perhaps 100 attendees, the registrations and submissions kept
growing until the final program consisted of 44 oral presentations and 19
software demonstrations an data editing, with over 500 conference at-
tendees. This success is probably due to several causes, not the least of
which were the many outstanding contributions by the authors whose work
appears in this volume. Perhaps the high participation level also suggess
that data editing has been an overlooked area in the work of Federal, state,
and international statistical agencies, as well as private-sector organiza-
tions.

T his volume, No. 25 in the Federal Committee on Statistical Method-

From the start it was our intention to plan and produce this confer-
ence on as close to a zero budget as possible. Our holding this goal seemed
to foster an atmosphere of cooperation in which contributions and offers
of assistance came forth from numerous sources and at the times they
were most needed. From the early publicity provided by several agencies
and collaborating organizations to the preparation by IRS of the works
published in this volume, donations of time and effort were most gener-
ous. The BLS staff was truly outstanding in anticipating and handling the
many physical arrangements for the Workshop. And the agencies listed
as affiliations of the Organizing Committee members all contributed vary-
ing degrees of staff time towards ensuring the success of this conference.




Foreword (cont'd)

We began the planning of the Data
Editing Workshop and Exposition un-
der the guidance of the FCSM and its
founding chairperson, Maria Elena
Gonzalez. After an illness, Maria
passed away carlier this year and, while
the FCSM continued its sponsorship of
the conference and these Proceedings,
Maria Gonzalez' departure is a deep
personal and professional loss to all of
us. Her career as a Federal govern-
ment statistician spanned a quarter cen-
tury, during which she made many con-

tributions to improving the quality of

Maria Elena Gonzalez

Federal (and international) statistics. She did this both directly and as an
outstanding leader in bringing forth and leveraging the talents of others for
the many valuable statistical projects and conferences that she imtiated. The
editors would like 1o dedicate this Proceedings volume to Maria Gonzalez'
memory, as was done by the Organizing Committee for the conference itself.

The next few pages contain the table of contents, followed by the con-
ference contributions themselves. The conference program, incloding the list
of sponsors and additional acknowledgments, is reproduced in an appendix.

David Pierce and Mark Pierzchala, Chairs
Organizing Committee for the Data
Editing Workshop and Exposition

Wendy Alvey and Bettye Jamerson, Editors
Proceedings of the Data Editing Workshop
and Exposition

DEeCEMBER 1996
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A Paradigm Shift for Data Editing

Linda M. Ball, U.S. Bureau of the Census

1 Abstract

Chapter iewed through the current paradigm, the survey process consists of

\ ’ collecting, editing, and summarizing survey data. We think of sur-

vey data as the "stuff" that interviewers collect, the basic units of

which are individual questionnaire items. On this view, pieces of data are

either erroneous or not erroneous, you can correct erroneous data, and data
editing is a manageable process for most surveys.

The author proposes that we instead view the survey process as engi-
neering and managing socio economic information systems. In this para-
digm, a survey is an expression of a mental model about society. The basic
units that make up the mental model are objects or concepts in the real world
about which we wish to collect information. Our mental models fail to cap-
ture fully the complexity of those objects and concepts, and a questionnaire
fails to capture fully the complexity of our mental model. It is no surprise,
then, that surveys yield unexpected results, which may or may not be erro-
neous.

When an edit detects an "error,” it often can't tell whether that “error™
was simply an unexpected result or one of the host of errors in administer
ing the questionnaire and in data processing that occur regularly in the ad-
ministration of surveys. If we write “brute force edits” that ensure many
errors are corrected, we may miss getting feedback on the problems with
the mental model underlying the survey. If we take a more hands off ap-
proach, users complain that the data set has errors and is difficult to sum-
marize and analyze. Is it, then,any surprise that we are usually not satisfied
with the results we get from edits?




Abstract (cont'd)

We get a glimpse of the true complexity of the subject matter of a survey
when we study the edits of a survey that has been around for a long time.

The longer a survey has been around, the more its edits evolve to reflect
the complexity of the real world. For the same reason, questionnaires tend to
become more complex over time. CATI/CAPI allowed us to climb to a new
level of possible questionnaire complexity, and we immediately took advan
tage of it because we always knew that a paper questionnaire could not be
designed to handle the complexity of the subject matter of most surveys.

One way to address unexpected results is to prepare some edits in advance
and use an interactive data analysis and editing process after data collection to
examine unexpected results. But there is a limit to the desirability of this be-
cause of the volume of labor intensive analysis that must be done, which inter-
feres with the timeliness of data delivery that is so valuable to many data users
and increases costs.

A better alternative may be to identify or develop a methodology for ap-
proximating the mental model that underlies the survey using information en-
gineering techniques.

Information engineering is a family of modeling techniques specifically
developed for information systems, First, one approximates the mental model
using information engineering techniques. Then, he or she documents the link-
age between the information medel and the questionnaire. Everyone who works
on or sponsors the survey helps to document the model and can propose changes
to it.

The information system model improves considerably over the question-
naire and procedural edits. It provides a language for representing informa-
tion and relationships (for example, entity relationship diagrams or object mod-
els), allows better economy of expression, 1s more stable over time, is more
manageable and maintainable, serves as survey documentation for data users,
and serves as a basis for database design. Data relationships would replace the
data edits of the current paradigm,

By adopting an information engineering paradigm, we have at our disposal
many well-established, tried and tested methods for managing what we usually
call survey data (what the author would call socio-economic information sys-
teme). We can take advantape of existing training, professional expertice, and
software, and we can integrate the practice of survey statistics with other infor-
mation technologies.




A Paradigm Shift for Data Editing

Linda M. Ball, U.S. Bureau of the Census

‘l Introduction

A paradigm is “a set of all inflected farms based on a single stem or theme" according to the Random
House Dictionary. This paper proposes a new paradigm for data editing based on the central theme:

data edir = dara relationship.

Examples are provided that illustrate how the information that is normally described in terms of “IF/
THEN/ELSE" procedural logic, can also be represented in the form of a logical data model (an cntity-relation-
ship diagram). (See Allen, C. Paul, 1991, for a definition..)

The implications that this paper describes as following from this central theme arc the opinion of the
author, and the reader is encouraged to come to her or his own conclusions about the implications. Although
the implications may be a matter of opinion, the basic premise that the data relationships can be derived from
current procedural edits and can be expresced as a logical data medel in the form of an entity-relationship
diagram is demonstrated in this paper.

For each example the following pieces of information are provided:
2 Current Paradigm

¢ Listof Data Items: including a short variable name for the item, a longer more descriptive
variable name, a texiual description of the data item, the actual questionnaire text of the

question it represents (if applicable), and the possible values the data item can have.

¢ Flowchart or Pseudocode: depicting procedural edit logic.

O New Paradigm

# Entity-Relationship Diagram: depicting a logical information structure that is more in-
formative than in the current paradigm.

Example 1

The first example is taken from the labor force section o f the Currenr Population Survey. The data
items from the survey that are used in this example are shown in Table 1.

Under the current paradigm the data structure has minimal complexity and the edits have a high
degree of complexity. The edits of the hours-worked items from the labor force section of the CPS
questionnaire, as illustrated in Table 1 and Figure 1, take over 300 lines of pseudocode, which means
some multiple of that number in FORTRAN code. This is a significantly large set of logic to document and
maintain.
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Table 1.—=Current Paradigm: List of CPS Labor Force Data Items
Diata Ttemn
Description Question Text Values
Short Name Long Mame (if applicable)
QSTHUM QSTRLIM Unique identifier for a Mut applicable |-a where n = the number of
a8 questionnaire quEstIonmAires in the survey
OCCURNUM OCCURNUM Umnigue identifier for Mot applicable I-n where n = the number of persons
a person about which interviewed at & particular
the interviewer col- address (usually 16 or jess)
lects nformation
MINLIM pumber_of_jobs Humber of jobs held Altogether, how many =2 jobs
last week jobs did you have? 3=3 jobs
4=4 or more jobs
HRUSL! usual_hrs_main Usual hours per wesk How many hours per wesk (-o=Number of hours
at main job do you USUALLY work veHaurs vary
a1 your [main job? By main
job we mean the one at which
you wsually work the most
most hours.fjobT]
HRUSL2 usnal_hrs_other Usual hours at other Howr mamy hours per week O-89=number of hours
Jjobs do you USUALLY work v=Hours
a1 your other (jobsjob)?
HRUSLT usual_hrs total Sum of HRUSL! and Mot applicable 0-198=Number of hours
HRUSLZ. If only one of v=Hours vary
them has a value, that
valae ks stored in HRUSLT.
HRACT1 actual_hrs_rmain Actaal hours at main (Sofor 7 ) LAST 0-89=Number of hours
job lazt week did WEEK, how many houwrs did
you ACTUALLY work
ar your (MAING ) job?
HRACT? actual_hrs_other Actual hours at other LAST WEEK, how (-989=Number of hours
jobs last wesk many bhours did you
ACTUALLY work at
your other (joba/job)?
HRACTT actual_hrs total Sum of HRACT ] Mot applicable -198=Number of hours
and HRACTZ, If
only cne of these has
a valus, that value is
stored im HRACTT.
USFTPT insusal_fipd_status Ulzigal fiull-tirme/part- Mot applicable I=Lizually full time
time stans. (derved) 2mllsnally part time
I=Status unknown
ABSRSM TE350T Reason for absence What was the main 1=0n layoff
from work last wesk. renson you were absent 2=Slackwork/business conditions
from work LAST F=Waiting for a new job 1o begin
WEEK? 4=Yacation'personal days
5=0wm illness/injury’medical problems
&=Child care problems
T=Orther/family/personal obligation
S=Marernity/paternity leave
9=Labor dispute
10=Weather affected job
11=8chool/training
12=Civec/military dury
13=Does not work in the business
14=Crther (specify)




“ A PArADIGM SHIFT FOR DATA EDITING

Figure 1.—~Current Paradigm: Flowchart Depicting Procedural Edit Logic
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In contrast, the diagram in Figure 2, along with supporting information in Table 2, conveys most, if not
all, of the information that is represented by the flowchart in Figure 1, but in a more concise mannee From
the entity-relationship diagram in Figure 2, one can get the following information about CPS data items:

An EMPLOYED ADULT is uniquely identified by their gstnum and cccurnum.
Number_of_jobs is an attribute of EMPLOYED ADULT.

A single EMPLOYED ADULT has one and only one MATN EMPLOYMENT and 5 single instance
of MAIN EMPLOYMENT is had by one and only employed adult.

¢ An EMPLOYED ADULT has zero or one OTHER EMPLOYMENT and a single occurrence of
OTHER EMPLOYMENT is had by one and only one EMPLOYED ADULT.

A signle instance of MAIN EMPLOYMENT is uniquely identified by qstnum and occurnum.
Usual_hrs_main, usual_hrs_total, and usual_fipi_status are attributes of MAIN EMPLOYMENT
AT WORK LAST WEEK is a subtype of MAIN EMPLOYMENT

AT WORK LAST WEEK [main employment] is uniquely identified by gstnum and occurnum.

* & &+ * »

Actual_hrs_main and actual_hrs_total are attributes of AT WORK LAST WEEK [main
employment].

ABSENT LAST WEEK is a subtype of MAIN EMPLOYMENT.
ABSENT LAST WEEK [main employment] is uniquely identified by gstnum and occurnum.
Reason is an attribute of ABSENT LAST WEEK [main employment].

]I Example 2

Example 2 is taken from the Demographics section of the Current Population Survey Questionnaire.
Because of the complexity and length of the CPS demographic edit only an excerpt is shown below in
Figure 3. The excerpt shown performs only one of many functions within the complete edit, but the example
provides a feel for what kind of logic is necessary to edit the data under the current paradigm. What makes
this section of the survey worth including as an example is the many relationships that exist among data
items. They are more complex than those that inherently exist in the CPS Labor Force data shown in
EXAMPLE 1.
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Figure 2.—-New Paradigm: Entity-Relationship Diagram of CPS Labor Force Information
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Table 2.—<Current Paradigm: List of CPS Demographic Data Items
o Question Text
Data ltem ‘ (if applicable) Vialues
QSTNUM Unique identifier for a Not applicable 1-n where n = the number of
questionnaire questinnaaires in the survey.
OCCURNLUM Unigque identifier for a person Not applicable 1-n where n = the number of
about which the interviewer persons interviewsd at a particular
collects information audiliess (usually 16 or less)
AGE Derived from date of birth Not applicable 1-99
RRP Relatonship 1 Reference How are vou related i=Reference Person With Other
Person: Relationship to the to (reference person)? Relatives in Household
first household member 2=Reference Person With No Other
mentioned by the respondent, Relatives in Household
who is the owner of renter of 3=Spouse
the sample unit 4=Child
S=Grandchild
t=Parent
T=BrotherSister
&=Onher Relative
S=Foster Child
10=Nonrelative of Reference Person
With Own Relatives in Household
11=Partner/Roommate
12=Nonrelative of Reference Person with
No Own Relatives in Household
13=Nonrelative of Reference Person-
Unknown Own Relatives
SPOUSE Spouse Line Number: Line Enter line number of 1-99=Line number
nunber of the person’s spouse spouse of [fill name] =No one m bousehold —
for household members whose ASK IF NECESSARY
spouse is o houschold member
PARENT Parent Line Number: Line Enter line number of 1-99=Line number
number of the person's parent parent of [fill name] 0=No one in household
for household members whose - ASK IF
parent is o household member NECESSARY
MARITL Marital Stanus Are you now marriad, I=Married, spouse present
widowed, divorced, Z=Mamied, spouse sbsent
scparated of DEver 3=Widowed
married? d=Dvorced
S=Separated
H=Never marned
FAMNLIM Family Number Fach family Not applicable 1-99
unit within the household is
assigned a sequential number
FAMREL Family Relationship: Each family Mot applicable O=Not a family member
unit within the household has a I=Reference person
reference person. Others in the 2=Spouse
family unit are assigned a code 3=Child
indicating their relationship W 4=Cpthyer relative
the family reference person
10
—
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Figure 3.--Current Paradigm: Edit Psendocode Excerpt

Description: If the reference person is married with their spouse present in the household, then this should be reflected
consistently in the following items: REP (Relationship to reference person); SPOUSE (Line number of spouse); MARITL
{Marital status)

Pseudocode:
Do for each household:
If {person with RRP = “reference person with relatives™) has SPOUSE > ()
Then Do:
= [l ((person with SPOUSE = LINENO of (person with RRP = “reference person with relatives™)) has RRP =
“spouse of reference person”
Then:
= Set SPOUSE of (person with RRP = “spouse of reference person™) = LINENO of (person with RRP =
“reference person with relatives™)
Else:
If SPOUSE of (person with LINENO = SPOUSE of (person with RRP = “reference person with
relatives™)) then
« Set RRP of (person with LINENO = SPOUSE of (person with RRP = “reference person with relatives) =
“spouse of reference person™
Else:
+ Set SPOUSE of (person with RRP = “reference person with relatives™) = blank
« If MARITL of {person with RRP = “reference person with relatives) = “married, spouse present™
Thesa:
+ allocate a value for MARITL that is one of the “unmarried™ categories.
Endif
#+ Set MARITL of (person with RRP = “spouse of reference person™) = “married, spouse present”
+ Set MARITL of {person with RRP = “reference person with relatives™) = “married, spouse present™

Again, as in EXAMPLE 1, under the current paradigm the data structure has minimal complexity and the
edits have a high degree of complexity, but under the new paradigm, the logical data structure is more complex
and informative The following information is expressed in the entitity-relationship diagram in Figure 4:

+ A HOUSEHOLD is uniquely identified by gstnum.

+ A HOUSEHOLD contains one or many HOUSEHOLD MEMBERS, and a HOUSEHOLD MEMBER
is contained by one and only one HOUSEHOLD.

A HOUSEHOLD MEMBER is uniquely identified by gsmum and ocournum.

Age is an attribute of HOUSEHOLD MEMBER.

ADULT and CHILD are subtypes of HOUSEHOLD MEMEER.

SPOUSE and FAMILY REFERENCE PERSON are subtypes of ADULT.

ADULT, CHILD, SPOUSE, AND FAMILY REFERENCE PERSON are each uniquely identified by
gstnum and oceurnum.

Rrp_parent and marital_status are attributes of ADULT.

Brp_grehild/other is an attribute of CHILD.

Rrp_denved is an attribute of SPOUSE.

Rrp_selfigrchild/sib/other is an attribute of FAMILY REFERENCE PERSON.

A SPOUSE is married to one and only one FAMILY REFERENCE PERSON, which is uniquely identi-
fied by gstnum, occurnum, and fam_refpers_occurnum where SPOUSE. fam_refpers_occumum = FAM-
ILY REFERENCE PERSON.occurnum; and a FAMILY REFERERNCE PERSON is married to zero or
one SPOUSE.

L B B

* * % 2N

1
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Figure 4,—New Paradigm: Entity-Relationship Diagram of CPS Demographic
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“ A PARADIGM SHIFT FOR DiaTa EDimme

¢+ ACHILD is the child of one and only one FAMILY REFERENCE PERSON which is uniquely iden-
tified by gstnum, occurnum, and fam_refpers_occumum where CHILD fam_refpers_occurnum = FAM-
ILY REFERENCE PERSON.occumum; and a FAMILY REFERENCE PERSON is parent of zero,
one, or many CHILDREN,

+ A CHILD is the child of zero or one SPOUSE which is uniquely identified by gstnum, occurnum, and
parent2s_occurnum where CHILD. parent2s_occurnum = SPOUSE.occurnum; and a SPOUSE is the
parent of zere, one, or many CHILDREN,

| Problems With the Current Paradigm

If the cenmral theme of the new paradigm is expressed as data edit = data relationship, then the ceniral
theme of the current paradigm would have to be expressed as:

data edit = logical process for changing a data item.
From an operational perspective, there are two distinet types of edits.

Type | allocates or imputes missing data and outliers and inconsistencies that the edit authors know about
prive o data collection because of their knowledge of what needed 1o be edited in previous survey iterations,
i.e. previous iterations of either the survey in question or another similar survey.

Type 2 allocates or imputes new values for unexpecied results. These are outliers or Inconsistencies that
the edit authors do not know about until they or someone else examines the edited data from the survey. The
real world socio-economic concepts about which we collect information, are more complex than the assump-
tions conveyed by a questionnaire (especially in the paper questionnaire environment). It is no surprise then
that we get unexpected results. For example, until recently CPS did not allow same-sex married couples in its
data. Our assumptions told us that if we found this in the dataset it was probably a data collection or keying
erur. The edil checked for this and edited the data 1o disallow it. Recently it was decided to allow same-sex
married couples in CPS data. Our mental model changed based on our information about society, and this
change was reflected eventually in the CPS questionnaire and edits. A difficulty with post-data-collection
ealits is that we don’t always know whether we are changing a ue outlier or correcting an error that occurred

in any of the survey’s operational processes leading up to the edits.

It is the Type 2 edits that consume the most resources during the time when survey operations staff are
trying to meet deadlines for delivery of data to the survey sponsor. These unexpected results can originate
from any point in any of the processes from questionnaire design through reformatting of data,

If we write edits that ensure all outliers are eliminated, we may miss getting feedback on the problems
with the survey design or various operational procedures. If we take a more hands off approach, users com-
plain that the data set has errors and is difficult (o sununarize and analyee.

The current paradigm leads to excess complexity in the edit process. To geta glimpse of the true complex-
ity of the subject matter of a survey, oue should study ihe edits o a survey that has been in operation for a long
time. Because the longer a survey has been in operation, the more of the true complexity of the real world has
been incorporated into the edits. For the same reason, questionnaires tend to become more complex over time.
CATI/CAPI has allowed us to climb to a new level of possible questionnaire complexity, and we immediately
took advantage of it because we always knew that a paper questionnaire could not be designed to handle the
true complexity of the subject matter of most surveys.
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To illustrate this tendency toward complexity, compare the CPS paper questionnaire that was in use
prior to 1994 to the electronic version used since 1994. The paper questionnaire plus control card filled
about 15-20 pages of condensed print. The electronic version fills hundreds of pages and has many more
logical paths than the paper questionnaire,

Data-edits-as-procedures work well when they are attached to a data collection process that has been
repeated a number of times withour change. However, if a survey is annual or every 5 vears and the survey
design changes significantly each time, software maintenance side effects dominate and the edits can be
unmanageable, or at least very expensive to manage (Pressman, 19932).

In other words there are two competing forces acting upon the manageability of edits. One tends to
increase manageability over time, the other tends to decrease manageability over time. In the long run, even
in surveys that don’t change for a while, software maintenance side effects eventually take over because in
the long run changes to a survey design always become necessary. These side effects are:

« [Edits are often complex and difficult to understand and document.

+ Any change to the questionnaire causes changes in the edits because of the very high degree of
dependence between them.

+ (Changes to the edits are often poorly documented because they are developed in a hurry afier data
collection has ended.

¢ The accumulation of additions to the original edit design over time causes added complexity in the
logic.

+ People who understand the edits leave and newly hired people have a long learning curve and poor
documentation to follow.

# (Changes to one part of the edits may cause another part to work incorrectly.

Under the current paradigm, there is a tradeoff between usability of data and timeliness of data. If you
accept the premise that a survey will yield unexpected results every ime you implement a new or revised
questionnaire or operational procedure, then you must conclude that data must be inspected and adjusted
after data collection in order to provide the data usability that sponsors and end users require. Therefore you
might conclude that you can have some edits prepared in advance but need an interactive data analysis and
editing process after data collection to deal with unexpected results. Currently, there is a great desire for
increased timeliness, but there is also a minimum standard for usability of data files that cannot be sacri-
ficed.

| A New Paradigm: Implications of the Central Theme

¢ Decreased Time Between Data Collection and Data Delivery.--This could be achieved by

= capturing data relationships as data is entered during the interview, or immediately afier the
interview, while the interviewer still has access to it; and
= giving other participants in the survey process, no matter where they are physically located,

immediate access (with appropriate confidentiality constraints) to that data and stored data rela-
tionships (Hammer and Champy, 1993) .
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¢ Increased Maintainability —-Separate technology maintenance from data administration. It is com-
mon wisdom within the software engineering field that the information in a system tends to be more
stable over time than the processes in a system. Processes tend to be more technology dependent than
information. Shifting some of the complexity of a survey from its component processes to its compo-
nent information structures should make the operation as a whole inherently more maintainable.

* More Accurate and Up-to-date Documentation for Users--A logical data model, once developed
could be used not only by the survey developers, but also by data users.

|| Difficulties

In addition to the beneficial implications listed above, it must be stated that there would most likely be
difficulties in implementing a survey based on this new paradigm. Firstly, it would most certainly take more
lead development time the first time it is tried for any given survey. Survey content experts would have 1o
cume wgether on a logical model of the data collected by the survey.

Secondly, there may be organizational problems involving the role of interviewers, the technology skills

of survey staff, and the necessity of many orgamzational units coming together on a strategy for survey
operations that emphasizes the joint development and sharing of complex datasets.
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Chapter

The New View on Editing

Leopold Granquist, Statistics Sweden

Abstract

ten years out of the results of research on ediling carried out by

eminent statistical agencies. The research shows that editing is expensive
(20-40 percent of the budget cost), inefficient (the impact on quality negligible),
hiding data collcction problems, but that new strategics and methods may lower the
cost substantially for the producer as well as for the respondent and in the long run
increase the quality of data, The main point is gradually moving from cleaning up
the data to identifying and collecting data on error sources, problem areas and
error causes 1o get a basis for measures to prevent errors to arise in the data collec-
tion and processing. Thus, the editing process should produce data on the collec-
tion and processing, so called paradata, for a continuous improvement of the whole
survey vehicle. This Total Quality Management (TQM) view on editing should im-
ply lower cost and increased quality when checks are co-ordinated with the re-
sponse and collection process and adapred to the respondent ability to provide data.

! n international new view on editing has grown during the last five-

High quality cannot be accomplished by introducing as many and tight checks
as possible and augmenting the number of follow ups with the repondents, but
through careful design and testing of the set of edits, and fitting the checks cur
rently to the data to be scrutinised. New types of edits and strategies should be used
to focus the editing to those serious errors, which can be identified by editing. An
important feature is to classify edits into critical and query edits. The critical edits
shall be used 1o detect and remove fatal errors, that is those errors which the
editing process has 1o remove from data. The query edits should be concentrated
on those suspicious data, which when containing errors, may have a substantial
impact on the estimates. The re-contacts to respondents have to be limited as much
as possible, bul when considered necessary, the contact should be used not only to
find better data but to get intelligence of causes of errors, error sources and respon-
dent problems of providing accurate data. The new technology with more and more
powerful personal computers plays an important role for using new more efficient
editing methods, as graphical editing; new strategies, as data entry editing and
moving the editing closer to the data source in CAI and CASI modes of data col-
lection, Itis stressed that it is not an issue of translating old methods to a new technol-
ogy. but to re-engineer the whole editing process under a new view on editing.
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|| Introduction

It may be claimed that a new international comm